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B Why Does Geographic Variation in
Health Care Practices Matter?

(And Seven Questions to Ask in Evaluating Studies
on Geographic Variation)
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One of the most active fields in health services re-
search is the study of “geographic variation,” or dispar-
ities in rates of certain types of health care practices
among large areas (such as countries or regions of a
country} or small areas {such as countries or hospital
market areas); “small area analysis” in particular has
received much attention in journals and the popular
press. Increasingly, data upon which to base studies of
geographic variation are becoming available. This arti-
cle poses questions to ask in applying studies on geo-
graphic variation to health care settings. Because find-
ings from these studies may ultimately affect patient
care, the questions are important for physicians as well
as health services researchers. The questions are:

1) What events are to be analyzed?

2) What geographic units are to be analyzed?

3) How good are the data?

4) Are differences in rates due to chance alone?

5) Are high rates too high?

6) How is geographic variation to be explained?

7) What is the role of “‘presentation style” in explaining
geographic variation?

[Key words: small area analysis, geographict variation, hos-
pital market area, outcomes, lumbar spine surgery] Spine
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For more than 50 years, studies have found great dis-
parities in rates with which certain types of health care
have been provided from area to area.?’ Such dispari-
ties, referred to here as “‘geographic variation,” have
been documented among large areas {such as coun-
rries®> or regions with a country’®) and among small
areas (such as counties® or hospital market areas®?).
Figure 1, for example, depicts rates of surgery for low
back pain among hospital market areas in Washington
State. These rates, which range from 79 to 489 per
100,000 adults, demonstrate widespread geographic
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variation. Most examples in this paper pertain to sur-
gery for low back pain, but this practice has not been
selected because of its exceptional variation. Rather, it is
typical for health care practices in the U.S. In a study
that examined variation in rates of diagnosis-related
groups (DRGs) among small areas in Maine, 47% of all
other DRGs exhibited more variation in rates than the
DRG for spine surgery.5

The phenomenon of geographic variation raises the
question of its underlying explanation. One explanation
is that illness rates vary in a manner that corresponds to
rates of associated health care practices, but this expla-
nation has not gained support in the literature.***® An-
other explanation is that the clinical judgments of phy-
sicians differ in different areas because, for practices that
are highly variable, there is a lack of hard outcomes
data. This latter explanation, less easily dismissed, has
led to what has been prominently referred to as a “rev-
olution” in health care,*’ the outcomes movement.

The analysis of variation in health care utilization
among small areas, or “‘small area analysis,” has been a
particularly active field of research and remains so de-
spite methodologic problems that, as will be discussed,
have not yet been satisfactorily resolved. Data with
which to perform small area analysis are available for
20 states in the U.S. (Table 1), and more states are
expected to issue such data. Software to perform small
area analysis may be purchased for each of the 20 states
for which data are available, permitting analysis with
relative ease. Aside from the U.S., data to perform small
area analysis may be obtained for many countries, in-
cluding Australia,! Britain,** Canada,*’ France,>* The
Netherlands,*? New Zealand,? Norway,** Spain,®” and
Switzerland.*! Articles on small area analysis have ap-
peared with increasing frequency in general medical
journals as well as health services journals and by now
number in the hundreds (for reviews, see references 19,
39, 61). Results of these studies have received extensive
press coverage (e.g., Consumer Reports, July 1992'%)
and have not escaped the notice of insurance companies
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Figure 1. Surgery for low back pain age/sex adjusted rate per
100,000 persons age 20+, 86 hospital market areas, Washington
State, 1989. This figure is based on hospital market areas (HMAs)
as delineated by The Codman Research Group {Lebanon, NH). One
HMA, Dallesport, was excluded; according to pepulation esti-
mates {Strategic Mapping, San Jose, CA), its age 20+ population
was just over 500. The age 20+ population of the 86 included
HMAs ranged from approximately 1,500 to more than 200,000.

and other payers (e.g., The Prudential Insurance Com-
pany of America placed an advertisement in The New
York Times that reads: “Two patients with the same
diagnosis who live in different communities shouldn’t be
treated differently.”??).

Small area analysis became popular at a time when
“cost containment” became a major goal of health care
reform. If rates are considerably higher in some areas
than in others, there is at least a possibility that high
rates may be reduced to save on health care costs. As a
booklet issued by the Agency for Health Care Policy and
Research states,! “nnexplained variations raise serious
questions about the quality, appropriateness, and cost
effectiveness of health care—questions now being ad-
dressed.” Our purpose, however, is to point our that:

e Categories in studies of geographic variation (e.g.,
the practices of interest or the areas among which the
practices are found to vary) may not always be the
same as those used by health care practitioners. For
this reason, findings from these studies may not be
immediately applicable to actual health care settings.
¢ Increasingly, as data on the local level become
available, the practices of individual physicians will
come under scrutiny and will be compared with those
in other areas. An obvious practical use of small area
analysis, for example, would be to target physicians
in an area with a high rate of a certain .practice with
an intervention intended to lower this rate. An un-
derstanding of how small area analyses are con-

ducted will enable physicians to influence decisions
that ultimately may affect their patients; on the other
hand, unless physicians are actively involved, these
decisions may be made by health care policy analysts
and others at least somewhat removed from clinical
decision making.

We thus pose seven questions to be asked in evaluating
studies on geographic variation and, more specifically,
small area analyses.

® Question 1: What Events Are to Be Analyzed?

Hospital discharge datasets issued by states in the U.S.
contain several variables on individual patients. Aside
from principal procedure and principal diagnosis, most
datasets contain fields with which to list two or more
secondary procedures and diagnoses.

Some studies, however, may not use such detailed
information on diagnosis and procedure; less refined
categories may increase the number of cases in an anal-
ysis, particularly in areas with small population sizes.
But in overlooking detailed information on procedure
and diagnosis, different types of events ray be aggre-
gated and analyzed together as though they were a
single type of event. For instance, all nonsurgical hospi-
talizations may be analyzed as one type of event and all
surgical hospitalizations as another.** Other studies per-
tain to specific diagnosis-related groups (DRGs).** An
example of a DRG is “back and neck procedure, age
<70, without complication or comorbidity” (DRG
215). Although more specific than all nonsurgical or
surgical hospitalizations, studies based on DRGs suill
place heterogeneous events in the same category. For
instance, the DRG for spine surgery includes all loca-
tions within the spine. In addition, cases of spine surgery
may be placed on a continuum from less elective (cauda
equina syndrome, progressive paralysis, certain cases of
malignancy, infection, and trauma) to more elective
(surgery primarily intended to relieve the symptom of
back pain). When the relevant physicians learn that they
are practicing in an area with a high rate of spine sur-
gery, they may want to know in some detail why the rate

Table 1. States with All-Payer Hospital Discharge Data

Arizona New Hampshire
California New Jersey
Colorado New York
Florida ) Oregon

lflinois Pennsylvania
lowa Rhode 1sland
Maine South Carolina
Maryland Vermont
Massachusetts Washington
Nevada Wisconsin

Source: National Association for Health Data Organization (NAHDO), 2548
North Washington Street, Fails Church, VA 22048. This list pertains to states
that maintain all-payer hospital discharge data available for small area analysis.
Variables and data release policies differ among states. For further information
contact NAHDQ.
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was high. What proportion of the operations is attrib-
utable to, respectively, less elective cases and more elec-
tive cases? Physicians are also likely to be concerned
about outcomes, particularly if an alternative procedure
or more conservative therapy is an option. But outcome
studies usually concern specific procedures performed
for specific reasons in specific regions of the spine,'>*3
Studies of outcomes may not be clinically relevant unless
diagnosis and procedure are specified in greater detail
than a DRG.

Algorithms may be necessary to select specific types
of cases from all cases in a dataset. An algorithm of this
nature defines a process in which secondary as well as
primary procedures and diagnoses may be used.*>** For
instance, various combinations of procedures and diag-
noses were used to select cases of what here is termed
“surgery for low back pain,” among them cases whose
a) principal procedure was discectomy, laminectomy, or
fusion, b) principal diagnosis was herniated lumbar disc,
and ¢) secondary diagnoses did not indicate major
trauma, infection, or neoplasm.” Cases resulting from
such a process, compared with all of those within a
DRG, provide a more homogeneous basis for an anal-
ysis. The selection of cases is a process that requires
forethought and should be done with care, especially in
analyses that may have practical implications,

m Question 2: What Geographic Units Are to Be
Analyzed?

The basis for analyzing geographic variations is usually
where patients reside, as distinct from where they re-
ceive treatment. If site of treatment were to be used
instead of residence, major treatment centers would
have inflated rates, and it would not be possible to
discern utilization rates for areas with no treatment
center. Furthermore, it would not be possible to age and
sex adjust rates or to ascertain how other characteristics
of areas in which patients reside affect rates (explana-
tions of geographic variations will be discussed Ques-
tion 6). The patient’s postal code of residence (in the
U.S., zip code of residence, which is included in most
state datasets) is usually sufficient to identify residence
in studies of geographic variation.

A basic problem in small area analysis is how to
delineate small geographic units. Different approaches
to this problem may lead to seemingly discordant re-
sults. Different approaches used to assign hospitals—or
the events that take place within them, i.e., hospitaliza-
tions—to small areas illustrate how discordant results
may occur.

The ideal unit—one that would not be problematic—
would be a small area with one or more hospitals to
which all of those hospitalized from the area were ad-
mitted but none from outside the area were admitted.
Under such circumstances, events could be unambigu-
ously assigned to areas. For a particular area, the rate of
a specific type of hospitalization would be simply: num-

ber of hospitalizations within the area/population of the
small area.

Unfortunately (for the purposes of small area analy-
sis), circumstances are often far more complex, espe-
cially in urban areas. There may be many hospitals
clustered close together with service areas that overlap,
and a high proportion of patients may travel across
boundaries of areas in which they reside to hospitals
elsewhere. Under these circumstances, how are events
that take place within hospitals to be assigned to geo-
graphic areas?

The “plurality method” was devised to deal with this
problem. This is the most commonly used method to
delineate small areas in the literature. Briefly, in this
method, “hospital market areas,” i.e., small are: units
of analysis, are formulated on the basis of travel pat-
terns of patients from geographic subunits, hereafter
referred to as zip codes. If a “plurality” of patients
residing in a particular zip code travel to hospital A (i.e.,
a higher percentage than travel to any other hospital),
then the zip code is assigned to the hospital market area
of hospital A. In urban areas where hospital markets
overlap, a plurality of patients may be far less than a
“majority” (i.e., < 50%). This has led to a method
whereby, in an urban area, travel patterns of residents
from each zip code are correlated with travel patterns of
all the other zip codes; contiguous zip codes are then
consolidated into hospital market areas on the basis of
the “fit” of travel parterns.’

Hospital market areas are usually based on travel
patterns for all hospitalizations and not a specific type of
hospitalization. Yet, a hospital may be renowned
throughout many areas for one type of service and lack
renown even within its own area for another type. The
important point is that hospital market areas as consti-
tuted in many studies, while they may reflect travel
patterns for all hospitalizations, may not reflect travel
patterns for a specific type of hospitalization. Thus,
from the perspective of those concerned with events that
take place within an area’s hospitals, the use of areas
based on all hospitalizations may be problematic.

Can this problem be overlooked in order to proceed
with the analysis? To explore this question, we used 86
hospital market areas in Washington as small area units
of analysis; these had been delineated on the basis of
travel patterns for all hospitalizations.” At the same
time, however, we examined a specific type of hospital-
ization, surgery for low back pain. Cases of this specific
type were selected with an algorithm” from a statewide
database compiled in 1989.°® We found that patients
were unlikely to stay within the hospital market area in
which they resided for surgery for low back pain. A
majority stayed in only 16 of 86 hospital market areas,
and a plurality stayed in only 23 hospital market areas.
The implications of this incongruency between areas
based on all hospitalizations and a specific type of hos-
pitalization are:
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¢ The small area rate of a specific type of hospital-
ization may be high compared with the rates of other
small areas, but physicians outside the area may be
primarily responsible for the high rate.

¢ Socioeconomic characteristics of a small area may
be used to explain variation {e.g., mean per capita
income), but medical supply factors strictly within a
small area (e.g., physician supply per capita or hos-
pital beds per capita) may not constitute adequate
indicators of access and thus may be misleading as
explanations of small area variation.

A small area unit of analysis based on the specific
type of hospitalization under consideration may be pref-
erable to one based on all hospitalizations. In formulat-
ing such a unit of analysis, it would probably be neces-
sary to cumulate several years of data to discern stable
travel patterns. Alternatively, hospital market areas
based on all hospitalizations may be retaine:! but aggre-
gated into larger areas such that, for the specific type of
hospitalization, at least a plurality of patients are hos-
pitalized in the areas (now larger areas) in which they
reside (a method similar to the one used in reference 29).

# Question 3: How Good Are the Data?

This question*’ is important for any study that may

affect patient care, including studies of geographic vari-
ation. In one study, an area with a high rate of a par-
ticular procedure (coronary-artery bypass surgery) was
identified, but physicians to whom the high rate was
attributed re-examined the original data source and
found that the data were flawed (on many records, the
zip code of the hospital was entered into the field re-
served for the zip code of the patient’s residence); the
erroneous result was then corrected.®

Data accuracy should be considered for the numera-
tor of an area’s rate (in most instances, an annual count
of hospitalizations) as well as the denominator (area
populations). Regarding the numerator, these questions
may be asked:

o Which hospitals contribute to the data? In the U.S,,
many discharge datasets are restricted to nonmilitary,
short-stay hospitals. Among the hospitals not in-
cluded are Veterans’ Affairs Hospitals. Unsupple-
mented discharge data may yield undercounts.

e Are only those patients residing in the small areas
of analysis included in the data? Patients from else-
where (e.g., another state) may travel to the areas of
analysis for treatment. Qut-of-area patients should
be excluded.

o Are patients who reside in the areas of analysis and
travel elsewhere for treatment included? Patients who
should be included in the analysis may travel to areas
other than those in the analysis for treatment. For
instance, Portland, Oregon, a major treatment center,
is just across the border of Washington State; unless
Oregon data are specifically included, patients who

Hospital Registration

|

Patient Care

|
Patient Chart

|

Face Sheet

|
- Discharge Data

Figure 2. The process of creating hospital discharge data.

reside in Washington but trave! to Oregon for treat-
ment would not be included in analyses of Washing-
ton. This is a problem for many states.*” Data from
adjacent states may be available to correct for out-
of-state travel (Table 1). If such data are not avail-
able, border areas may be excluded from the analysis,
particularly if they are located near out-of-area treat-
ment centers.

e Have there been recent changes in procedure or
diagnosis codes used for case selection? As new diag-
noses are discovered and procedures developed, pre-
existing coding categories may be subdivided or
otherwise revised. Even though the title of The Inter-
national Classification of Diseases, Ninth Revision,
Clinical Modification has remained the same, it is
occasionally updated. For instance, two procedure
categories, “excision or destruction of intervertebral
disc” and “spinal fusion,” have been revised in recent
years.

e To what extent do diagnoses and procedures in the
discharge data represent the actual condition of the
patient and the hospital care received? Errors in judg-
ment, documentation, and coding may be made at
various points in the process of creating patient dis-
charge data*'*® (Figure 2). Yet, discharge data have
been independently evaluated, and, in general, the
coding of invasive procedures was sufficiently accu-
rate to conduct analyses.*¢ In two studies, there was
93-97% agreement between the discharge data and
the medical record on whether lumbar spine surgery
has been performed.'”** Noninvasive procedures
may be less reliably coded because coding require-
ments may be ambiguous (e.g., the discectomy may
be coded but not the accompanying CT scan or
MRI®). Given the multistep process required to create
patient discharge data, an independent evaluation of
accuracy may be advisable.
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Regarding the denominator of the small area rate, ques-
tions include:

¢ How reliable is the population estimate? The gold-
standard is based on a census count which, of course,
becomes less reliable with each passing intercensus
year. In the US., commercial firms update census
estimates for small areas, but the updated estimates
of various firms may be discordant.* States may also
issue updated population data for counties and other
small area units.

¢ Can the patient’s residence be matched to a postal
code or other unit with a definable population?
Postal codes, created for the purposes of mail deliv-
ery, may subdivide or otherwise change. This may
happen after populations of zip codes have been es-
timated and the data distributed. To reconcile possi-
ble inconsistencies, it is necessary to obtain the ap-
propriate directory of postal codes.

M Question 4: Are the Differences in Rates due to
Chance Alone?

A small area analysis yields a distribution of rates, from
highest to lowest. The simplest way to describe the
distribution, still commonly used in the literature, is the
“extremal quotient,” the highest rate in the distribution
divided by the lowest. Rates of surgery for low back
pain depicted in Figure 1, for instance, vary from 84/
100,000 to 489/100,000, or almost sixfold.

The extremal quotient, however, is probably not the
best way to describe a distribution of small area rates. In
any distribution of rates, the range may be surprisingly
large due to chance alone, especially if the number of
areas is large or the expected number of relevant hospi-
talizations in some areas is small (e.g., < 1 per year);'*
readmissions of the same patient for the same type of
hospitalization in the same year may inflate rates and
further affect the range.!*

A better way to describe the distribution is with a
summary statistic that characterizes the dispersion of
the individual rates within it. The coefficient of variation
and the systematic coefficient of variation have been
used for this purpose,®* but a computer simulation has
shown that both of these statistics have some unfortu-
nate properties.’*'* Based on analysis of Washington
State data, our recommendation is the CVA (coefficient
of variation from analysis of variance), which is a mod-
ification of the coefficient of variation.'® The CVA is not
influenced by the prevalence of the specific type of hos-
pitalization under consideration, and it allows for the
comparison of different types of hospitalizations. The
CVA also has a statistical test associated with it by
which to determine whether more than chance variation
has occurred.® However, unless the expected number
of relevant hospitalizations in the smallest area is large
(usually > 5), the critical values for the significance test
must be determined by computer simulation.’*

Provided that more than chance variation has oc-
curred, a further issue is which rates are significantly
lower or higher than the mean comprised of all rates in
the analysis. Otherwise put, the issue is which individual
rates depart more from the mean than would be ex-
pected by chance alone. The designation that a rate is
lower or higher than the mean assumes that confidence
levels have been adjusted for “multiple comparisons”
(i.e., as the rates of more areas are compared to the
mean, the likelihood of a significant departure from the
mean by chance alone increases,) %P 475133

B Question 5: Are High Rates Too High?

Studies of geographic variation may be used to identify
areas with low utilization rates or those that are medi-
cally underserved. For instance, among women age 50—
70, annual mammography is not as common in British
Columbia as it is in Washington State, and early detec-
tion of invasive breast cancer is correspondingly less
common.?* Asthma mortality is largely preventable, but
rates are highly variable among small areas of New
York City.” These findings suggest that in some areas
certain types of health services may be increased to
improve the quality of care.

Given the current emphasis on cutting health care
costs, however, high rates are more likely to attract
attention than low rates. But even if rates are signifi-
cantly high, the question still is, Are they too high?

This is a question that has been studied. Consensus
panels composed of the relevant medical experts were
convened to formulate criteria by which to evaluate the
“appropriateness’” of certain procedures. Procedures
performed in areas with a wide variation in rates were
then evaluated according to those criteria. Although in
some instances procedures that were deemed to be in-
appropriate were performed more frequently in high
rate areas than in moderate or low rate areas, at most
such procedures explained little of the variation in
rates.>2%3% From these studies, it may be inferred that
rates in high rate areas are not necessarily too high.

Rather than inappropriate or excessive health care
that is being supplied in some areas and not in others,
the explanation most commonly offered for variability
in rates is that physicians have different opinions about
practices for which outcomes data are lacking or insuf-
ficient. Large-scale outcome studies now under way for
many of these practices** may eventually serve as a basis
for improved guidelines on appropriateness. Physicians
on the local level, aware that outcome studies are for the
most part conducted at major research institutions and
other settings unlike their own, may also suspect that
findings on outcomes do not pertain to their patients,
Even after guidelines based on outcome studies have
been disseminated, physicians on the local level often do
not change their practice styles.*?

For this reason, data on the local level are useful in
changing physician practice style.?’ Besides utilization
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rates, the issue for physicians is outcomes on the local
level. Precollected data such as state discharge data (Ta-
ble 1) and established methods'® may be used to discern
certain types of outcomes on the local level. These in-
clude rates of:

¢ Additional health care that ensues from the treat-
ment of interest (re-operation, re-hospitalization,
transfusion, discharge to nursing home).

e For surgical procedures, severe complications
(pneumonia, infection, myocardial infarction, pul-
monary embolus, death).

Many outcomes that are useful in clinical decision mak-
ing cannot be ascertained from precollected data (qual-
ity-of-life, pain, disability, patient satisfaction, return-
to-work, and impairment). Precollected data, however,
allow outcomes such as those listed to be tracked for
long periods at modest expense.®

Thus, the rate of a practice (high, medium, or low)
does not in itself determine appropriateness; in many
cases, outcomes are also important in making this judg-
ment. Furthermore, outcomes on the local level will be
most relevant to practitioners, especially if their out-
comes can be compared to outcomes in other areas.

8 Question 6: How Is Geographic Variation To Be
Explained?

This is an important question because of its policy im-
plications. For instance, one hypothesis that may be
tested in studies of geographic variation is that the sup-
ply of surgeons induces the demand for surgery or, more
formally, the number of surgeons per area population is
directly related to the area rate of surgery. If the supply
of surgeons affects rates even after considering disease
rates, an implication may be that the supply of surgical
specialists is excessive. (Testing this hypothesis will be
discussed shortly. Here we only note that it has received
support in some studies,?2*° but results are inconsis-
tent,20:49:54) :

In most analyses of variation, the first step is to age
and sex adjust crude utilization rates. This is done be-
cause some medical conditions are more common in
certain age groups than others (while herniated disc is
most common among those of working age, spinal ste-
nosis is more common among the older population) and
among one sex as opposed to the other (osteoporosis is
more common among women). Small area rates may
vary simply because of differences in the age and sex
composition among small areas and corresponding dif-
ferences in the prevalence of the relevant medical con-
ditions. With sex and age adjustment, small area rates
are modified to those that would obtain if all areas in the
analysis had the same age and sex composition as a
“reference population,” (often an entire state or coun-
try). Depending on data that are available, different
techniques may be used to adjust rates,10#P 47-51

Numerous studies have attempted to explain varia-
tion in small area rates. The amount of variation ac-
counted for wide ranges from less than 15% to more
than 50%.!%? Common problems in these studies in-
clude:

o The ecological fallacy. Hypothetically, socioeco-
nomic variables such as income and education affect
health care utilization but, with the exception of
payer (if government assistance such as Medicaid is
the payer, low income is indicated), most datasets
omit socioeconomic data on the individual level. In
some analyses, aggregate data on socioeconomic
characteristics are used instead of data on individu-
als, such as the proportion of the area’s population
receiving food stamps or mean per capita in-
come.>*** Such analyses, referred to as “ecological
analyses,” remain only plausible and not compelling
because results obtained with aggregate level data
may not be generalizable to variables constructed
with individual level data.!! For instance, the propor-
tion of a population receiving food stamps may di-
rectly relate to health care utilization,®* but those
individuals who receive food stamps are not neces-
sarily the ones who utilize health care.

e Spurious correlation. Utilization rates have popu-
lation size as their denominator, and many variables
used to explain variation also consist of rates with
population size as a denominator (e.g., hospital beds
or surgeons per capita). In regression or correlation
analyses, rates with the same denominator on both
sides of the equation pose the possibility of “spurious
correlation,” and resulting coefficients may be arti-
factual rather than indicative of actual relation-
ships.’® To obviate this problem, it is necessary to
control for population size (for techniques on how
this is done, see reference 26).

o Large number of potential explanatory variables,
In small area analyses, the number of geographic
units is usually small but the number of variables
used to explain variation may be large. If this is the
case, there is a high probability in regression analyses
that some results wili be significant due to chance
alone.

o Testing the effect of supply factors. Supply factors
such as physicians per capita or hospital beds per
capita may induce demand for medical services, but
testing this hypothesis is not straightforward. First,
there is the problem of cause-and-effect: physicians
may locate themselves and hospitals may be built in
areas where demand is great; even if a relationship is
found between supply and utilization, the demand
may not have been caused by the supply but, rather,
may have preceded it. In addition, the locus of small
area analysis is the small area in which patients re-
side; on this basis, supply factors are entered into an
analysis. Yet (as discussed in “Question 2) for specific
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types of hospitalizations, most patients from a small
area may travel to different areas for treatment.
While supply may induce demand, it may be the
supply of areas outside those in which patients reside
that induces the demand.

In studies that explain little of the variation in rates,
the residual variation may be attributed to “physician
practice style factor.”*? Yet, this has remained an elu-
sive concept to operationalize. Specific types of hospi-
talizations are rare events in small areas and rates may
be driven up by one or a few physicians whose volumes
are anomalously high compared with other physicians
in the area. In ascribing a high rate to “practice style,”
the question is whether the particular style pertains to a
minority of physicians or to a community standard that
evolves among most physicians in the area. The constit-
uents of practice style factor also lack definition. It may
refer to the training of physicians, their predisposition
either to act immediately or wait watchfully, or other
unspecified characteristics. The concept must be clari-
fied if it is to be rigorously tested in an explanation of
geographic variation.

B Question 7: What Is the Role of “Presentation Style”
in Explaining Geographic Variation?

“Presentation style” complements physician practice
style but has received less attention in explaining varia-
tion in rates. We use the term to refer to how people
express their symptoms, their expectations for care, and
the disability they associate with symptoms. There may
be variability in whether people with a given symptom
present themselves to physicians or other health care
providers at all. Among small areas of Britain, for in-
stance, the prevalence of back pain varied relatively
little, although health care seeking because of back pain
was highly variable,*” Once health care has been sought,
presentation style may be particular to a locale.?® Res-
idential areas to a large extent may be segregated on the
basis of race, ethnicity, or class,>? and because the ex-
pression of symptoms may also vary according to these
characteristics,*!"%* area rates of health care utilization
may be affected.

B Conclusion

The study of geographic variation is a “hot topic™ in
health care research. As is characteristic of hot topics, ¢
it has attracted active researchers whose findings appear
frequently in major journals, They have conducted
methodological as well as substantive research. The
search for an explanation of geographic variation has
opened up new fields, most notably the study of out-
comes. These are studies that, furthermore, have prac-
tical implications for health care policy. As suggested,
however, the study of geographic variation is still a
developing field. Important questions within it remain
to be answered,
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